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Annomayusn. Ctarbsi OCBSAIIEHA OCHOBaM paboThl ¢ 6ubnrorekoit TensorFlow — omHOM M3
Hanbosee MOMYNISAPHBIX W (YHKIMOHAJIBHBIX IUIATGOPM JUIS CO3MaHUS M OOydeHHs] Mojenei
MAIIMHHOTO U TITy0oKoro o0ydeHus. B pabore moapoOHO paccMaTpuBarOTCs KIFOUEBbIe KOHIICTIIIHH,
JeKale B OCHOBE BBIUMCIUTENBHOM apxXxuTekTypel TensorFlow, BKkiouass MPUHIIMITEL
¢dopmupoBaHus U 00pabOTKM TEH30pOB, MX CBOWCTBA, TUIIBl JAHHBIX, Pa3MEPHOCTU U CIOCOOBI
NIPEJCTaBICHUs B BBIUMCIUTENBHOM Ipade. Ocoboe BHUMaHUE yeleHO 0a30BBIM ONEpaIUsIM HaJ
TEH30paMH: apU(PMETHYECKUM  BBIUHUCICHUSM, arperupyromuM  (QyHKIUSIM, MaTpUYHOMY
YMHOXEHHIO, a TaKkXKe MeXaHu3My TpaHciasaiuu (broadcasting), KOTOpPbI UrpaeT BakKHYIO POJb B
ONITHMH3ALIMM  BBIUMCICHMM W TOCTPOCHHMU Mopened. PackpblBaroTcs pasinuuss Mexay
NepeMeHHbIMH U KoHcTaHTaMu B TensorFlow, ux Ha3zHaueHue B mpoliecce 0OydeHUs] HEeHpOHHBIX
ceTeil M MeToAbl M3MEHEHMsI WIM OOHOBJIEHHUS 3HAYEHWH TEH30poB. B crarhe akueHTupyeTcs
BHUMaHHE HAa TOM, KaK CTPYKTypbl OaHHbIX TensorFlow mno3BossitoT 3(p@PEeKTUBHO BBINOIHSITH
aBTOMaTHuyeckoe Ju(QepeHIupoBaHUe M ONTHMU3ALHUIO [apaMeTpoB Mojeneil. Marepuain
COIIPOBOXK/IAETCS NMPAKTUUECKUMH YIPAKHEHUSMH M NPUMEPAMH KOJA, OPUEHTHPOBAHHBIMU Ha
HAUMHAIOLIMX MCCIIel0BaTeNell U CTY/IEHTOB, OCBaMBAIOIIMX TEXHOJOIMHM MAIIMHHOTO OOYy4eHHS.
[IpencraBieHHbIE TPUMEPHI IEMOHCTPUPYIOT CO3/IaHUE MPOCTEUIINX BBIYMCIUTEIBHBIX MOJEIEH,
UCMOJIb30BaHNe OCHOBHBIX onepanuii TensorFlow u cBsi3p MeXly TEOpETHUECKUMHU MPUHLIUIIAMU U
UX IporpaMMHON peanuszaruend. CTaThsi MOXKET CIY>KUTh BBOJHBIM IOCOOMEM ISl TE€X, KTO JIeTaeT
nepBble mary B u3yueHuu TensorFlow 1 xoueT momy4duTh yBepeHHbIE MPAKTHUECKUE HaBBIKU paOOTHI
C 3TOM OMOMMOTEKOM.

Abstract. The article is devoted to the fundamentals of working with the TensorFlow library,
one of the most popular and functional platforms for creating and training machine learning and deep
learning models. The paper provides a detailed examination of the key concepts underlying the
computational architecture of TensorFlow, including the principles of forming and processing tensors,
their properties, data types, dimensions, and ways of representing them within the computational
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graph. Special attention is given to basic tensor operations such as arithmetic computations,
aggregation functions, matrix multiplication, and the broadcasting mechanism, which plays an
important role in optimizing computations and building models. The article further explains the
differences between variables and constants in TensorFlow, their roles in the process of training neural
networks, and the methods used to modify or update tensor values. Emphasis is placed on how
TensorFlow’s data structures enable efficient automatic differentiation and optimization of model
parameters. The material is accompanied by practical exercises and code examples designed for
beginning researchers and students learning machine learning technologies. The presented examples
demonstrate the creation of simple computational models, the use of core TensorFlow operations, and
the connection between theoretical principles and their programmatic implementation. The article can
serve as an introductory guide for those taking their first steps in studying TensorFlow and seeking to
develop confident practical skills with this library.

Kniouesvie cnoea: TEH30pbl, MaTpUUHOE YMHOKEHHUE, TpPAHCIALMS, (YHKLUMU aKTHUBAlLUU,
o0yueHHEe MOJIENIN, MAallIMHHOE 00y4eHHE.

Keywords: tensors, matrix multiplication, broadcasting, activation functions, model training,
machine learning.

TensorFlow — 310 OMOIMOTEKA ¢ OTKPBITHIM HCXOJHBIM KOIOM, pa3padoTaHHAs KOMITaHHEH
Google n mpenHasHayeHHas Ui MOCTPOEHUS M OOyueHHMs] Mojeied MAIIMHHOTO OOydYeHHs M
HEHPOHHBIX ceTel pa3IMYHON CIIOKHOCTH.

OcHoBHBIM 00BekTOM paboTel B TensorFlow sBnsieTrcs TeH30p — MHOTOMEpPHBIH MacCUB
JAHHBIX, Ha KOTOPOM BBIIOJHSIOTCS BCE€ HEOOXOAMMBIE BBIYMCIIEHUS. TEH30pbl MOTYT HMETh
Pa3IUYHYIO Pa3MEPHOCTh U THUI JaHHBIX, YTO JEJaeT UX YHUBEPCAIbHBIMU JUIsl MPEICTABICHUS KaK
YHUCIOBOM HMHPOpPMaLUMM, TaK U CTPYKTYPUPOBAaHHBIX JAaHHBIX, HW300paKeHUH, ayauo- H
BUJICOTIOTOKOB. brubnuoreka npenocTapiseT MUPOKUN CHEKTP MHCTPYMEHTOB JJIsi aBTOMaTU3alluu
BBIUHCIIUTENBHBIX IPOLIECCOB, YTO MO3BOJIAET YCKOPSATH OOyueHHe Mozenedl u oOpadarbiBaTh
OosbiIie 00bEMBI JAHHBIX.

TensorFlow nonaep>kruBaeT BbIUMCIIEHUS Ha IIeHTpalbHBIX mpoueccopax (CPU), rpaduyeckux
nporeccopax (GPU) wu Ttenszopubeix mpoueccopax (TPU), uto nemaer e€ 3¢deKTuBHBIM
MHCTPYMEHTOM I pabOThI C KaK HEOONIBIIMMH, TaK U KPYITHOMACIITaOHBIMU 3a/1auaMu IITy0OOKOTro
oOyuenws [1, 2].

OnHuM U3 3HAYUTENbHBIX MpeumymiecTB TensorFlow sBnsercs BbicOKas HMHTErpanus c
OpyruMu OubnauoTekamMu U uHcTpyMeHTamu Python. Hampumep, coBmecTHOe HCHOIB30BaHHUE C
NumPy mno3Bonsier serko npeoOpa3oBbiBaTh M 0OpabarThiBaTh JaHHble, Pandas oGecneunBaer
yao0Hyt0 paboTy ¢ TaOmM4HbBIMM JaHHBIMH, a Matplotlib u Seaborn wucnomesyrorcs s
BU3YaJIM3aI[H PE3YJIbTaTOB 00Y4YEHUsI MOJIEIEH.

Kpome toro, TensorFlow mnommepxuBaer Keras APl — BbicOKOypoBHEBBIH HuHTepdeiic,
YIPOIIAIOIMINN MOCTPOCHNE HEUPOHHBIX CeTeH, HaCTPONKY (PyHKIMI aKTHBAIlMHU, ONITHUMU3ATOPOB U
¢byHkuii noteps [3].

TensorFlow mupoko npumensercss B pa3Ho0Opa3HbIX 001acTsIX: OT aHaJu3a U300pakeHuil u
BUJIEO C HMCIIONB30BAHNUEM CBEPTOUHBIX HEeHpoHHBIX ceTeil (CNN), 10 00paboTKH TeKCTa U peyH ¢
npuMeHeHneM pekyppeHTHbIX ceteld (RNN) u tpanchopmepos. bubnuoreka no3BossieT CTpOUThH Kak
MIPOCThIE MOJIETH JIMHEWHOM perpeccuu U KiIacCU(pUKALMHU, TaK U CIIOKHBIE ITyOOKHEe HEHpOHHbBIE
CETH JUJIsl pELIEHMsI peallbHbIX MTPaKTHUECKUX 3a1ad [12].
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I[Tomumo 0Ga3oBbIX Bo3MoOkHOcTed, TensorFlow mpemocTaBisieT WHCTPYMEHTBI st
ONTUMHU3AIMY U MOHUTOPHHTA MpolieccoB o0yueHusi, Takue kak TensorBoard, koTopblil mo3BossieT
OTCJICKHUBATH METPUKU TOYHOCTH U TIOTEPh, BU3YATH3HUPOBATH CTPYKTYPY MOJIENIH, TPAJAUEHTHI U Beca.
Takke CyIIECTBYIOT pacIIMpeHHBbIE BO3MOXHOCTH JJIsi PabOThl ¢ MOOWJIBHBIMH YCTPOHCTBaMHU
(TensorFlow Lite), BeO-mpunoxenusmu (TensorFlow.js) u mocTpoeHHEM MPOU3BOJACTBEHHBIX
nanmiaiinoB MamuHHOTO 00yueHus (TensorFlow Extended, TFX) [6, 13].

Takum ob6pazom, TensorFlow siBisiercss MomrHOM, THOKOM M MacmTabupyeMoil miargopmoit,
MO3BOJISFOIIEH CIIEUATNCTaM 110 MAaIIMHHOMY 00yUYeHHIO M HICKYCCTBEHHOMY HHTEJIEKTY CO3/1aBaTh,
o0yyaTb ¥ BHEAPATH MOJAEIH PA3IMYHOTO YPOBHSI CIOKHOCTH, a TaKXKe JKCIEPUMEHTUPOBAThH C
HOBBIMU apXUTEKTYpaMH U METOJaMH OOy4EHHUS.

OcBoenue e€ 0a30BBIX KOHIIETIINN — TEH30POB, OTNEpaIHii, IEPEMEHHBIX, (DYHKINN aKTUBAIIUN
Y ONTHMHU33TOPOB — CIIY>KUT IMPOYHON OCHOBOM /ISl JasIbHEHIIIEr0o MpoeCCHOHAIBHOTO PA3BUTHS U
YCHEIIHOM peaan3anuy NPOeKTOB B 001aCTH HCKYCCTBEHHOTO UHTEIUIeKTa [4].

1. Tenzopsl. TeH30p — 3TO MHOTOMEPHBI MacCHB, XapakTepusyrouuiics Gopmoit (shape),
paHrom (rank) u Tunom aanubIx (dtype). Cxansp (0D) — ogHo uncino, Hanpumep, 5. Bekrop (1D) —
onHoMepHbIi MaccuB [1-3]. Marpuna (2D) — nBymepnsiii MmaccuB, [1-4]. Tenzopsl 3D u Bbie —
WCIONB3YIOTCS 17151 N300pakeHui, BUACO U BpeMEHHBIX psiioB. Co3aaHue TEH30POB:

import tensorflow as tf

scalar = tf.constant(5)

vector = tf.constant([1-3])

matrix = tf.constant([[1-4]])

zeros = tf.zeros((2, 3))

ones = tf.ones((3, 2))

rand_uniform = tf.random.uniform((2,2), 0, 1)

rand normal = tf.random.normal((2,2), 0, 1)

Manunynsuuu ¢ hopMoii:

tensor = tf.constant([1-6])

reshaped = tf.reshape(tensor, [2, 3])

2. bazoBele omepauuu ¢ Tenzopamu [11]. TensorFlow mnonnepkuBaer apudmernyeckue
olepaluy, JMHEeHHY0 anredpy u Tpancisuuio (broadcasting).

Apudmernueckue oneparuu: a = tf.constant([1-3]) b = tf.constant([4-6]) c = tf.add(a,b) # [5,
7, 9].

Broadcasting: 1mo3BoJisieT BBINONHATH OMNEpallMM HajJ TEH30paMH pa3HOH ¢opMbl: a =
tf.constant([1-4]) b = tf.constant([1, 2]) c=a+b #[2, 4, 6]

Marpuunoe ymHoxkenue: a = tf.constant([[1,2],[3,4]]) b = tf.constant([[5,6],[7,8]]) ¢ =
tf.matmul(a,b)

3. I[lepemennblie u KoHCTaHTHI [10].

KoncranTtsi (tf.constant) — Hen3MeHsieMble TEH30PHI.

Ilepemennsie (tf.Variable) — 3HaueHHs] KOTOPBIX MOTYT M3MEHSTHCS B Ipolecce 00ydyeHHs
monenu. x = tf.Variable([1.0,2.0,3.0]) x.assign([4.0,5.0,6.0])

4. Marematuueckue ¢pyHkuuu. TensorFlow conepxut GpyHKUMU JUIsl CTATUCTUKU U TUHEHHON
anreopsr: tf.reduce sum(), tf.reduce_mean() — cymma u cpeanee. tf.square(), tf.sqrt() — Bo3BeacHHE
B KBaJIpaT U KopeHs. tf.matmul() — marpuuHOE yMHOXEHUE.

5. Ipaxtuueckue ynpaxsnenus [9]. Co3mars marpuily 3x3 ciaydallHBIX YHCeNl U HaWTH e€
TPaHCIIOHUPOBAHHYIO MAaTPHILy. YMHOXKHUTH JIBE MaTpuIlsl 2x2. Co3/aTh NEPEMEHHYIO 1 U3MEHHTH €€
3HauEHHE C OMOUIbIO APU(PMETUUECKUX ONEPAIUii.

Hopmanu3anus ten3opa:
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def normalize(tensor):
mean = tf.reduce mean(tensor)
std = tf.math.reduce_std(tensor)
return (tensor - mean)/std
6. Co3ganme wmogeneit TensorFlow mo3BomsieT CTpoUTh MOAEIHM OT MNPOCTON JIMHEHHOM
perpeccuu J10 yOOKHX HEHPOHHBIX CETEH.
[Ipumep HEMPOHHOM ceTH:
from tensorflow.keras.models import Sequential
from tensorflow.keras.layers import Dense
model = Sequential([
Dense(16, activation="relu', input_shape=(10,)),
Dense(8, activation="relu'),
Dense(1, activation='sigmoid')
D
model.compile(optimizer="adam', loss='binary crossentropy', metrics=['accuracy'])
model.fit(X train, y_train, epochs=20, batch size=32)
Oyukiuu aktuBanuu: ReLU, Sigmoid, Softmax, Tanh.
Ontummzanuss U QyHkuuun norepb: SGD, Adam, RMSProp; MSE, Binary/Categorical
Crossentropy.
TensorBoard ast MoHHTOpUHTA:
from tensorflow.keras.callbacks import TensorBoard
tensorboard cb = TensorBoard(log_dir='/logs")
model.fit(X_train, y_train, epochs=20, callbacks=[tensorboard cb])
8. Pacimpennsie Bo3moxHOcTH TensorFlow
e CNN — cBepTOYHbIC HEHPOHHBIE CETH ISl U300PAKCHHIA.
e RNN u LSTM — 111 mocinenoBaTeIbHbIX JaHHBIX.
e TensorFlow Lite u TensorFlow.js — MoOubHBIE U BEO-TTPHIIOKEHUS.
o TFX — nocrpoenne npomsinuieHHOro ML-nalinaina.
ITpumep CNN:
from tensorflow.keras.layers import Conv2D, MaxPooling2D, Flatten
model = Sequential([
Conv2D(32,(3,3),activation="relu',input _shape=(28,28,1)),
MaxPooling2D((2,2)),
Flatten(),
Dense(128,activation="relu’),
Dense(10,activation="softmax")

D

model.compile(optimizer='adam’, loss='categorical crossentropy', metrics=['accuracy'])

Bwvisoo
OcBoenue 6Oa3oBbix kKoHIienuuid TensorFlow — paGoTel ¢ TeH30paMu, OMNEPAIUSIMH,
MEPEMEHHBIMH, (QYHKIIUAMH aKTHBAIUH W ONTHMH3aTOPAMU — SIBJISICTCS TIEPBBIM M HEOOXOIUMBIM
[IaroM JUIs YCIIENIHOTO TMPHMEHEHHMsT 3TOH OWOJIMOTEKH B 3aJadaX MAIIMHHOTO W TIIyOOKOTO
oOyueHusi. [lToHMMaHuEe CTPYKTYPBI TEH30POB, UX CBOWMCTB, CIIOCOOOB M3MEHEHUS Pa3MEPHOCTEH U
TUIOB JIaHHBIX MO3BOJISIET 3()()EKTUBHO YNPaBIATh BBIYMCIUTEIBHBIMUA TpOLIECCAMH U
MOJITOTABJIMBaTh JaHHbIe IS OOydeHus Mojeieii. ba3oBbie omepanuu ¢ TEH30paMH, TaKHe Kak
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apu(dmeTnyecKre BBIUYMCICHHS, MaTPUYHOE YMHOXKEHHE W TPaHCIALMs, popMUPYIOT (DyHIaMEHT,
HEOOXOIMMBIN ISl TOCTPOCHHUSI KaK MPOCTHIX, TAK U CIOXKHBIX BRIYMCIUTEIbHBIX Mozaenel [7, 11].

Hanbuetimee u3ydenune TensorFlow OTKpbIBaeT BO3MOXKHOCTH PabOTHI ¢ Ooyiee CIOKHBIMU
apXUTEKTypaMH HEWPOHHBIX CETEH, BKJIOYas CBEPTOYHBIE M PEKypPPEHTHBIE CETH, a TaKkKe
rUOpUAHBIE MOJIEH ISl aHaJu3a N300pakeHui, TeKCTa U BpeMEHHBIX psanoB. OcBoeHue (QpyHKUIUN
ONTHUMU3AINH, METOJIOB PEryIN3aluu, BeIOOpa QyHKIMI moTeph U cTpareruii ooydenus Ha GPU u
TPU mno3BojsieT 3HAYUTEIBHO YCKOPSTH HpOIEecChl OOy4YeHHs M IMOBBIIIATH TOYHOCTH MOJICNIEH.
WuTerpanus ¢ ApyruMu HHCTPYMEHTaMHU aHallu3a JaHHbIX, TakuMH kKak NumPy, Pandas, Matplotlib,
a Takxke ¢ rardpopmMamu Bu3yanusanuu u MoHuTopuHra (TensorBoard) cmocobctByer Oosee
1yOOKOMY TOHMMaHUIO PaOO0ThI MOJICJICH U UX KOPPEKTHOM HACTPOUKH [8].

[IpakTueckue HaBBIKM, IOJIyYEHHbIE IPU H3yuyeHUM Oa30BBIX ONEpALUA U IMOCTPOECHUU
MEPBBIX MOJeNed, MO3BOJIIOT CO3/aBaTh COOCTBEHHBIE MPOEKTHI B OOJIACTH HMCKYCCTBEHHOTO
WHTEJJICKTa, HauWHas OT MPOCThIX 3aJad KJIACCU(UKALKUU M PETPEecCHH A0 CIOXKHBIX CHCTEM
MIPOTHO3UPOBaHUs U 00pabOTKM HaHHBIX B peasbHOM BpemeHu. Mcmonb3oBanue TensorFlow
IIOMOT'aeT HE TOJIbKO aBTOMAaTU3UPOBATh BHIYMCIUTEIIBHBIE TPOLIECCHI, HO U AKCIIEPUMEHTUPOBATh C
Pa3NMYHBIMU ApXUTEKTYpaMH M METoJAaMH OOydeHUs, POpPMHUPYS y CIIEHUAINCTOB KPUTHUECKOE
MBIIIJICHUE U HABBIKW aHaIu3a pe3ylnbTaroB. Kpome Toro, mpuoOpeTéHHbIe 3HAHUS CITYKaT MPOYHOM
OCHOBOHM ISl JaibHEHIero mnpodeccHoHaIbHOTO Pa3BUTHS: HM3YYEHHE COBPEMEHHBIX METOI0B
IyOoOKoro oOydeHHs, pabOThl ¢ OONBIIMMH JTaHHBIMA W CO3JaHHUS WHTEJUICKTYAJIbHBIX CHCTEM
CTaHOBUTCS JOCTYIHBIM U TocienoBatenbHbiM. TensorFlow mo3Bomnsier agantupoBars o0ydeHue K
WHIUBUAYAIbHBIM 3a/ladaM, oOecreyuBasi THOKOCTh M MAacIITadUpyeMOCTh MpU pa3paboTke
MIPOEKTOB B MPOMBIIIICHHOM, HAYYHOH U 00pa30BaTeNbHOM cdepax.

Takum 00pazom, ocBoeHHE 0a30BBIX MOHATHI U MMPAKTHYECKUX HABBIKOB paboThI ¢ TensorFlow
SBJISIETCS HEOOXOAMMBIM 3TAIlOM MOATOTOBKH CIIEIIHAIMCTOB B 001aCTH UCKYCCTBEHHOTO HHTEIIJICKTA,
3aKJIabpIBa€T MPOYHBIA (YHIAMEHT MJii TOCTPOCHUS CIIOXKHBIX BBIYUCIUTEIBHBIX MOJIEIECH,
CHOCOOCTBYET Pa3BUTHIO AHAIUTUYECKUX U TPOEKTHBIX KOMIIETEHLUUH M OTKPBHIBACT IIMPOKUE
BO3MOYKHOCTH JIJISl pealii3allid WHHOBAIIMOHHBIX IPOEKTOB Ha OCHOBE MAIIMHHOIO M TIIyOOKOTro
oOyueHus.
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